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A B S T R A C T

Over winter freeze–thaw events are notoriously difficult to represent in hydrologic models and have serious
implications for the hydrologic function of intermittently freezing regions. Changing climate is leading to
more frequent mid-winter thaw events. Midwinter thaw events are often the cause of flooding due to the
combined impacts of snowmelt, precipitation, and limited soil infiltrability. A numerically efficient, semi-
analytical coupled thermal and mass transport model is presented that represents the ice content of near-surface
soil, and reports the depth of freezing/thawing. The model tracks pore ice formation and mean soil temperature
in terms of enthalpy. It is tested against data collected in Southern Saskatchewan and is shown to capably
reproduce field observations of frozen, thawed or transitioning soils. This numerically efficient model can be
incorporated into regional hydrologic models where it is expected to improve predictions of soil ice content,
leading to improved estimates of over-winter streamflow and flood potential.
1. Introduction

It is well established that anthropogenic climate change is leading to
increased variability in climate and more frequent and severe weather
events (Pörtner et al., 2019). With a changing climate, the intermittent
frozen soils ubiquitous of Southern Canada and Northern United States
have been observed to be affected by more frequent midwinter melt
events (Williams et al., 2015).

Midwinter melt events followed by freeze-back have been found to
increase the runoff ratio of landscapes, yielding greater than expected
runoff following midwinter melt and freeze-back events
(Hyman-Rabeler and Loheide, 2023). Midwinter melt events reduce
the hydraulic conductivity of frozen soils by increasing the total wa-
ter content, observed to increase tortuosity and flow-path length in
frozen soils, and decrease active porosity (Granger et al., 1984). Ob-
servations of depression-focused infiltration of snowmelt water in the
Canadian prairies show an evolution in runoff ratio in which midwin-
ter melt events have lower runoff ratio than the subsequent spring
melt (Hayashi, 2013; Pavlovskii et al., 2019). In agricultural fields, this
process results in limited capacity to infiltrate the snowmelt, leading
to high runoff events, high peaks in the freshet period of the hydro-
graph, and lower than expected spring soil moisture (Van der Kamp
et al., 2003). In restored grassland sites, Van der Kamp et al. (2003)
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found that the infiltration of snowmelt water was sufficient to avoid
surface ponding. This infiltrability was attributed to the presence of
macropores and preferential flow paths which are disrupted by tillage
in agricultural fields. At large scales, preferential flow paths through
macropores dominate the infiltration into soils, and field observations
indicate that runoff partitioning is mediated by infiltration into frozen
soils through macropore systems (Mohammed et al., 2019).

In many hydrologic models, frozen soils are either treated as strictly
impermeable surfaces for the entire winter period (Niu and Yang, 2006)
or empirical or parametric (empirical models fit to specific field condi-
tions) models are used to address the changes in infiltrability due to ice
content over the winter months (Luo et al., 2003). In systems that are
generally quiescent over the winter months, empirical models of over-
winter processes have been found to be adequate (Luo et al., 2003).
This has motivated the use of empirical or parametric models such as
those presented by Zhao and Gray (1999), Hayashi et al. (2007), Lundin
(1990), which can be transferable to other study sites through parame-
ter tuning based on field data, but are not applicable in non-stationary
systems such as those affected by changing climate (Pavlovskii et al.,
2019). Empirical approaches lead to an inability to accurately report
the soil moisture, thermodynamic state, hydraulic conductivity, infil-
trability, and water storage of non-stationary systems without field
measurement.
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Alternatively, many land surface schemes (e.g., Verseghy (2000))
explicitly simulate the full soil energy balance with freezing, which
is typically accompanied by significant computational cost. Even in
hese models where the representation of freeze/thaw is based on
implified relationships including 1-D solutions to the Stefan prob-

lem (Woo et al., 2004; Yi et al., 2006), the applicability of the solutions
n heterogeneous landscapes is limited, and models fail to capture
easonal events such as snowmelt, runoff partitioning, or midwinter
elt (Slater et al., 1998; Cuntz and Haverd, 2018), limiting their

capacity to accurately represent soil ice content and permeability. The
xplicit representation of soil ice content is included in some hydro-
ogic models, especially those applied in permafrost regions (e.g. Luo
t al. (2003), Pomeroy et al. (2007), Wang et al. (2010, 2017)).

The accurate representation of frozen soils, including the coexistence
of frozen and liquid water, improves hydrologic prediction in these
regions (Niu and Yang, 2006), both for empirical and even more so
for physically-based models (Wang et al., 2010; Pomeroy et al., 2007;
Qi et al., 2019). Many current software tools including FEFLOW-
FTM, SUTRA-ICE, SMOKER, and Cast3M explicitly model coupled heat
and mass transport in a finite element mesh with the capacity to
model local impacts of freeze/thaw on groundwater systems in great
detail (McKenzie et al., 2007; Diersch, 2013; Grenier et al., 2013;
Molson and Frind, 2015; Rühaak et al., 2015). However, physically-
ased coupled thermal and mass transport models are notoriously
emanding computationally, and the representation of freezing and
hawing of pore water, and its migration due to temperature gradients
ften increases computational time more than an order of magnitude,

and can lead to instabilities and non-convergence of models (Wang
et al., 2017). Due to these limitations, existing freeze/thaw models
are inappropriate to inform watershed-scale surface water models.

We here propose a semi-analytical physical model that efficiently
predicts freeze/thaw processes and ice contents in soils during midwin-
er melt and other short-duration freeze/thaw events that are currently
ot well captured by empirical models. As such, this model will fill the
ubstantial gap separating physically-based, discrete continuum models
rom models that are purely empirical. The objectives of this paper are

to (1) extend the methods developed for organic soils with permafrost
y Devoie and Craig (2020) to mineral soils without permafrost, (2)
valuate the extended model against a continuum model benchmark,
nd (3) apply the model to intermittently frozen soil data collected at
he Kenaston Field site in Saskatchewan, Canada, with a focus on short-
uration freezing in the near-surface soil. Though the interface model
s a front tracking model, the aim of this study is to evaluate its ability
o efficiently predict freeze/thaw events to inform hydrologic models.

2. Methods

A combination of two modelling techniques and field-based mea-
surements are used to establish the validity of the proposed interface
model for the representation of freeze and thaw events in season-
ally frozen mineral soils, especially for short duration midwinter melt
events. Further model validation from Devoie and Craig (2020) is
included in appendix E . Model governing equations are described
in appendix A, while model parameter definitions and values are
summarized in appendix D.

2.1. Field

2.1.1. Field data
Soil moisture, temperature and precipitation have been monitored

at 22 stations of the Kenaston Network located in the Brightwater
Creek basin, east of Kenaston, SK, Canada (Tetlock et al., 2019). This is
predominantly an agricultural region, dominated by annually cropped
fields with some grazing land and without irrigation (Tetlock et al.,
2019). The instrumented monitoring network spans 40 k m2, with most
of the instrumentation within a flat 10 k m2 sub-region with slopes of
 l

2 
less than 2%. The sites cover a soil textural composition of 10.5 - 61.7%
sand, 31.2–72.4% silt and 1.2–41.1% clay, for the base computational
test, a representative soil (from Kensaton site 1) of 28% sand, 53% silt
and 19% clay was used (Pardo Lara et al., 2020, 2021). The mean
annual air temperature in this region is 8 ◦C, and in the last three
decades the mean annual precipitation has been 400 mm of which
approximately 30% falls as snow (Meteorological Service of Canada,
2012). The catchment is semi-arid, and fluctuations in soil moisture
follow a seasonal pattern (Burns et al., 2016), though some fill-and-
spill and non-contributing areas are documented where water ponds
in sloughs instead of contributing to the basin outflow (Shook et al.,
2013).

Soil moisture was measured using ‘‘HydraProbes’’, commercially
available electromagnetic sensors that report liquid water content from
permittivity and temperature measurements (Seyfried and Murdock,
2004). The sensors have 4 metal tines which are 3 mm in diameter
and 57 mm long. The zone of influence of the probe ranges approx-
imately from 4.0 𝑥 104 mm3 to 3.5 𝑥 105 mm3, with a radial range
of approximately 13 to 35 mm (Pardo Lara et al., 2021). Given the
measurements from these probes installed at depths of 5, 20, and 50 cm
below the ground (Pardo Lara et al., 2020), it is assumed that the near-
urface probe is sensitive to water content in the top 50 ± 35 mm of
oil, and this near-surface layer is used to report the frozen, thawed, or
ransitioning state of the soil surface. Soil temperature was measured
longside soil moisture and permittivity (as part of the soil moisture
easurement) at three depths: 5, 20 and 50 cm below the ground sur-

ace (Burns et al., 2016). Precipitation was also measured at each site
sing tipping bucket rain gauges. All data was collected at 30-minute
ntervals (Tetlock et al., 2019).

2.1.2. Kenaston data-driven estimate
A field-based approach to determining the frozen or thawed state

of the soil was used to generate validation data for the interface
model discussed above. This approach uses soil permittivity and tem-
perature data to establish a site-specific freezing point. The freezing
temperatures were estimated using a logistic growth model fit to the
soil freezing curve, as detailed in Pardo Lara et al. (2020). This al-
lowed consistent estimates of soil pore water as thawed, frozen, or
undergoing phase change based upon the observation data. These
emperature and soil moisture data were used to validate the predicted
reeze/thaw state from the interface model by specifying the field-
ata based freeze/thaw/transition flag. Though temperature and soil
oisture data are available, the sensors are only proven to indicate

f the soil is frozen, thawed or undergoing phase change (Pardo Lara
et al., 2020). Calibrations reporting exact ice and liquid water content
are not available, and merit further investigation.

2.2. Model

2.2.1. Interface model
The interface model is a semi-analytical solution to the heat equa-

tion coupled to an equilibrium solution to a mass balance relationship
based on the van Genuchten pressure-saturation relationship. In this
interface-based model, the depth of the frozen-unfrozen interface is
reated as a state variable. This interface model water first presented

in Devoie and Craig (2020), but is extended to represent seasonally
frozen mineral soils. The heat transport includes both heat flux due
to conduction (𝑄̇) and advection (where 𝑚̇ is the mass flow rate).
These relations are presented below, while each term in the relation
is described in appendix D.

𝑑 𝐸
𝑑 𝑡 = 𝑄̇𝑖𝑛 − ̇𝑄𝑜𝑢𝑡 + ̇𝑚𝑖𝑛𝑒𝑖𝑛 − ̇𝑚𝑜𝑢𝑡𝑒𝑜𝑢𝑡

𝑝,𝑏𝜌𝑏
𝜕𝑇̄
𝜕 𝑡 = 𝜆𝑏

( 𝜕 𝑇
𝜕 𝑧 |𝑡𝑜𝑝 −

𝜕 𝑇
𝜕 𝑧 |𝑏𝑜𝑡𝑡𝑜𝑚

)

+ 𝐼 𝛥𝑡𝑐𝑝,𝑤𝜌𝑤(𝑇𝑝𝑟𝑒𝑐 𝑖𝑝 − 𝑇𝑓 ) − 𝑞𝑏𝑜𝑡𝑡𝑜𝑚(𝑇𝑏𝑜𝑡𝑡𝑜𝑚 − 𝑇𝑓 )𝜌𝑤𝑐𝑝,𝑤

This set of equations can be solved semi-analytically in the surface
ayer where 𝛥𝑇 𝑡 refers to the change in temperature of the surface
𝑠
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Fig. 1. Schematic diagram showing model domain, boundary conditions (BCs) and initial conditions (ICs). The interface model (left) tracks the buffer layer
(where fractional ice content is permitted) and the interface between frozen and thawed soil. The water table depth is also computed separately and updated
through an equilibrium mass balance. The finite volume continuum model (right) used here for comparison uses operator splitting to solve the coupled PDEs
describing heat and mass transport in 1D. Not shown is the initial water table position of the model 1 m below the ground surface (𝜓 = 1 m, water table at
𝑧 = 1).
between timestep 𝑡 and 𝑡 + 1, and the boundary condition at the base
of this layer is defined by a fixed temperature of 0 ◦C if the system is
freezing or thawing, or a specified temperature if the system is fully
thawed.

𝑇 (𝑧, 𝑡) =
𝑁
∑

𝑛=1
𝛥𝑇 𝑛𝑠

(

1 − 𝑧
𝐿

−
∞
∑

𝑗=1
𝑎𝑗 sin(𝜔𝑗𝑧)𝑒

−𝛼 𝜔2𝑗 (𝑡−𝑡𝑛)
)

𝑛

A similar relation but with fixed temperature as the boundary con-
ditions is specified in the other soil layers, and are updated according to
seasonal freeze/thaw cycles congruent with the system shown in Fig. 1.

The interfaces between the soil layers are updated using the temper-
ature gradients at element interfaces to calculate the heat flux across
these interfaces. In order to approximate this gradient, an analytical
solution to the heat equation (without phase change as this process
only occurs at the interface) is used in each domain element. There are
three such distinct profiles for each type of element. These solutions
are outlined in appendix A.

The movement of the (sharp) interfaces is determined by the fluxes
based on temperature gradients and thermal conductivity. The change
in interface position (𝑧𝑖) is given by:

𝜕 𝑧𝑖
𝜕 𝑡 = 1

𝜆𝑓 (𝜃𝑤 − 𝑆𝑟𝑒𝑠)𝜌𝑤
𝛥𝑞|𝑧=𝑧𝑖

= 1
𝜆𝑓 (𝜃𝑤 − 𝑆𝑟𝑒𝑠)𝜌𝑤

(

𝜅+
( 𝜕 𝑇
𝜕 𝑧

)

𝑧=𝑧+𝑖
− 𝜅−

( 𝜕 𝑇
𝜕 𝑧

)

𝑧=𝑧−𝑖

)

Where 𝑧 is depth, and 𝜅± is the thermal conductivity of the element
above (+) or below (-) the interface.
3 
Mineral soils with lower hydraulic conductivity challenge the equi-
librium representation of the water balance, leading to model modifi-
cations to include transient infiltration and evapotranspiration. The nu-
merical implementation details and derivation are included in appendix
C.

Given these modifications, the interface model reports the water
table position as well as the freeze/thaw fronts in the subsurface (see
Fig. 1). The updated model also includes a surface ‘‘buffer’’ layer of
fixed thickness that may contain a fractional ice content (liquid water
in excess of the residual unfrozen water content and solid water co-
existing in soil pores). This enables a better approximation of the
near-surface soil behaviour, and prevents the non-physical formation
of thin freeze/thaw interfaces. In this work the buffer layer is specified
to be 85 mm, based on the zone of influence of the field measurements
(Section 2.1.1) of the near surface unfrozen water content used for
model validation. This layer limits the fractional ice content to the
near-surface, and the model is otherwise purely front-tracking with
user-specified residual unfrozen water content. The limitations of this
front-tracking approach are discussed in Section 4.3. The interface
model is appropriate for representing the total ice content in the soil
column (without its exact spatial distribution), and estimating the
freeze/thaw state of the near surface soil as is needed for predictions
of soil infiltrability.

2.2.2. Continuum model
To validate the details of its formulation, the interface model was

directly compared to a coupled solution of the unsaturated Richards’
equation and an energy balance including conduction, advection, and
phase change terms, solved via a finite volume method with operator
splitting, as presented previously in Devoie et al. (2019). The governing
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equations are presented in appendix A. This detailed numerical solution
llows us to assess the impact of the simplifying assumptions made in
he interface model to ensure that the model adequately represents the

physical processes. Identical initial conditions and boundary conditions
were used in both models (described in Section 2.2.3), and a spatial
iscretization of 1 cm and 2 cm were compared, both using 1 h time
teps in the continuum model. The same soil parameters were used
or this model as were used in the interface model, with the addition
f a linear soil freezing characteristic curve (SFCC) for a (theoretical)
reezing range of −0.005 to 0 ◦C. This narrow range was chosen to
atch the interface model which does not include an SFCC as it tracks
 sharp interface without a slushy region.

2.2.3. Initial and boundary conditions
For comparison with field data, the model domains of both models

were extended to a depth of 15 m, using a fixed soil temperature of
5 ◦C at the base of the profile, consistent with the mean annual soil
surface temperature of 5 ◦C, and the negligible geothermal gradient
of 0.002 ◦C/m (Majorowicz and Grasby, 2021). This temperature is in
agreement with data collected in Saskatoon (about 85 km from the
study site), where the average soil temperature at 3.0 m was 6 ◦C,
decreasing with depth, though there was still evidence of seasonal
variation (Wittrock and Dunn, 2016). An initial water table position
was assigned at 1 m below the ground surface, based on the water
table data measured in the field in early spring. Mass flux at the surface
was applied seasonally, with an average ET rate (−2.07 mm/d) applied
n spring/summer and an average recharge rate (2.42 mm/d) in the
all. The 15 m depth was specified to be well below both the expected
inimum water table depth and the depth of zero annual amplitude in

emperature, but the precise choice of 15 m is arbitrary: one of the ben-
fits of the semi-analytical model is that a large vertical extent does not
ncrease computation time. The net mass flux through the surface was
ero annually. A no-flow boundary condition was assigned at the base

of the soil column to represent the near-impermeable unweathered till
underlying this system, and the competent bedrock beneath that (Shaw
nd Hendry, 1998). The surface temperature boundary condition was
stimated based on soil temperature collected at a depth of 5 cm in the
ield sites near Kenaston, and forced with a seasonally cyclic moisture
oundary condition (reported in Section 3) as direct application of the

infiltration flux data collected in the field precluded convergence of the
continuum model used for benchmarking due to numerical instabilities.
The soil column was initialized to a thawed uniform temperature of

◦C, and the freeze/thaw discriminant temperature was assigned based
n the specific freezing point depression determined from the field data,
anging between 0 and -0.4 ◦C (Pardo Lara et al., 2020). Simulations
ere started in the summer of 2012, except at sites 16 and 18 which

were started in summer 2013 due to lack of data. All simulations were
run for a duration of 5 years, with associated computational time of
11 s for each simulation. Because of the moving interface, there is no
spatial discretization of the interface model, however there is temporal
discretization, and the simulations reported here are run with a 1 h
timestep for comparison with the finite volume model in Fig. 3 and a 1
ay timestep otherwise. Other soil parameters were homogeneous and
ndependent of depth, and are summarized in table 1 in appendix B
oth for organic and mineral soils.

3. Results

The simulation of seasonal freeze–thaw is first verified via a numer-
cal benchmarking study in an unsaturated system typical of mineral

soils in the semi-arid climate of Southern Saskatchewan. Boundary
conditions and soil parameters were obtained from field data, but no
direct measurements of freeze/thaw are available for the benchmark;
these tests are purely to demonstrate numerical accuracy of the method.
Finally, the interface model predictions are directly compared to the
4 
data-derived freeze/thaw status at sites in the Canadian prairies to
evaluate the practical efficacy of the method.

3.1. Kenaston

The model was evaluated based on a five-year simulation of field
data collected at site 1 of the Kenaston Soil Moisture Network, using a
15 m vertical domain and initial and boundary conditions as detailed
n Section 2.2.1. Fig. 2 shows the comparison between the continuum

model, interface model, as well as field data indicating the ‘frozen
period’. A synthetic boundary condition for water flux at the surface
was necessary for the convergence of the continuum model, with which
the interface model shows excellent agreement in Fig. 2(a). The shaded
grey areas in Fig. 2(b) indicate the period over which the near-surface
soil (approximately 40–85 mm) at the field site was frozen. This data
is drawn directly from field measurements using the methodology
outlined in Section 2.1.1, and compares favourably with the reported
reeze/thaw timing. The use of field data resulted in an RMSE of 0.04

between the total ice content simulated by the interface model and
continuum model, yielding excellent agreement. The ice content in
the interface model is calculated as a sum of the total water content
in the frozen layer, less the residual unfrozen water content specified
by the soil texture. The continuum model provides ice content as a
state variable, computed based on temperature and the specified SFCC.
The interface position in Fig. 2(c) tracks the zero degree isotherm
elatively well, though the interface position is slightly deeper when
ompared to the discretized model. This difference may be attributed to
he equilibrium distribution of soil moisture in the interface model, re-
ulting in slightly higher thermal conductivities than in the discretized
odel (especially for frozen soils) 4.5. The performance of the interface

model is however significantly better than a simple degree-day method
from Fox (1992) which significantly under-estimates the thawing front,
shown in black in Fig. 2(c). More recent advances have focused on
he development of computationally demanding numerical techniques,

while the degree-day model presented here has been refined based on
work presented in Woo et al. (2004), Hinkel and Nicholas (1995), for
the representation of multiple fronts. Further work on front-tracking

odels in Hayashi et al. (2007) is the precursor to this work, where
many of the simplifications in that model (neglecting sensible heat,
applying a cumulative average temperature) have been lifted in the
approach presented here. The simulation was re-run using finer spatial
and temporal discretization in the continuum model (shown in Fig. 3)
to capture the exact timing of a specific freeze/thaw event, which was
ot captured using the model setup used to simulate the entire period
5 cm spatial discretization and 3 minute timestep).

The comparison of the interface and continuum model for the
short-duration event in Fig. 3 was generated using the same model
onfiguration as Fig. 2, but with finer spatial and temporal discretiza-

tion of both models. The comparison of computational efficiency can
also be established in Fig. 3 as the continuum model run took 2 h and
22 min (in blue) while the interface model (red) only took 4.5 s for the
same size time step and simulation setup, 3 orders of magnitude faster
than the continuum model. The performance of the interface model is
arguably better than the continuum model: when the spatial discretiza-
tion of the continuum model is refined, it tends towards the interface
model solution. Larger spatial steps lead to a lack of identification of
the freezing event in the continuum model, and smaller spatial (and as-
sociated temporal) discretization was computationally impractical. This
is likely due to the information loss in the discretization of the spatial
and temporal domain, in which larger steps are more challenging to
resolve numerically, resulting in the steep transitions seen (e.g. at day
8 in the dz = 2 cm case). As the spatial and temporal steps decrease, the
solution tends towards the ‘‘true’’ analytical solution, and the relations
are smoother. The interface model is not a discretized model, so it
is free of this source of information loss and error. Neither model
captures the initial freezing event near day 7, likely due to the choice
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Fig. 2. (a) Comparison of water content for interface and continuum model (b) comparison of total ice content for continuum model (black), interface model (red)
and field-based near-surface frozen flag (shaded grey) and (c) contour plot of continuum model temperature with freeze/thaw interface position from interface
model superimposed in white dashed line. Degree day model from Fox (1992) in black dashed line. Field-data driven with surface water flux approximated as
seasonally uniform due to stability constraints for continuum model, soil texture data drawn form Kenaston Site 1 in Table 1 of appendix D.
Fig. 3. Short duration freeze/thaw initiation. Comparison of interface model (with 6 h timesteps) to continuum model with timesteps chosen to satisfy convergence
criteria given spatial discretization, on the order of minutes. This short duration initiation of freezing results in a small quantity of near-surface ice, hence the
small total ice content. Spatial steps larger than 2 cm do not capture the near-surface freezing event in the continuum model. Model convergence is assumed
based on the similarity between the 1 cm and 0.5 cm simulations. Grey shaded regions indicate soil freezing according to the field-data. Soil texture data drawn
form Kenaston Site 1 in Table 1 of Appendix D.
of (theoretical) freezing point depression (−0.005 ◦ C) and the freezing
range between 0 and -0.01 ◦ C for the interface and continuum models
respectively. Subsequent figures generated using only the interface
model without continuum model comparison use the freezing point
depression determined from field measurements at the given field sites
in order to better capture such events.
5 
3.2. Midwinter melt

The benchmarked interface model was applied to a total of 22 sites
in which subsurface temperature and soil moisture were recorded for
a duration of 4–6 years between 2014 and 2020. In 10 of these 22
sites, clear mid-winder thaw events were identified, in which the soil
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Fig. 4. Comparison of Kenaston field-data and interface model generated near-surface ice content indicating phase change (dark grey) and frozen soil (light
grey). Total ice content from interface model shown along bottom axis. Daily average air temperature for the period shown in red. Soil texture data drawn from
Kenaston Site 3 in table 1 of Appendix D.
temperature warmed above 0 ◦C. The interface model was run using
surface soil temperature data available at these sites, and compared to
the freeze/thaw flag extrapolated from the field data. Here a second
‘‘transition’’ flag was added to the field data representing soils under-
going phase change; if the surface layer of soil contained fractional ice
content based on its permittivity this flag was activated. This flag is
shaded in dark grey in the subsequent figures, while entirely frozen
near-surface soils (with only residual water content) were assigned
a ‘‘frozen’’ flag, depicted in light grey and thawed near-surface soils
were left as white bands. Two separate flags were also implemented
in the model — the first ‘‘transition’’ flag representing fractional ice
content in the near-surface, and the second ‘‘frozen’’ flag indicating
residual water content only, assigned the same colours as the field data.
Sample results for the entire 5 year simulation at Kenaston site 3 are
shown in Fig. 4, showing agreement between the interface model and
data-extrapolated freeze/thaw timing. Two error metrics are used to
compare the simulated and observed near-surface ice content. The first
indicates the overall agreement between the modelled and measured
data including frozen, thawed and transitioning states. For the data
in Fig. 4, the agreement is 92%, indicating that the measured and
modelled soils did not have the same freeze/thaw state only 8% of the
time. The second metric was conceived to identify the effectiveness of
the interface model at identifying frozen soils, and so it compares the
soil state only when the measured field data is frozen, and does not take
into account partially vs. completely frozen soils. For this study case,
there is 91% agreement, indicating that the interface model incorrectly
identified frozen soil as thawed 9% of the time.

4. Discussion

4.1. Interface model limitations

The interface model used in this study is a front tracking model, and
its greatest limitation is therefore that it does not have the capacity
to represent a slushy zone beyond the buffer layer. It does not use
a soil freezing characteristic curve (SFCC), and it therefore will not
be as robust as a continuum model when detailed information on the
fractional ice content is needed. This is especially true for soils with
SFCCs having a wide temperature range such as clay-rich materials.
Future work integrating a linear SFCC into this model is planned, but
6 
more complex functional forms of SFCCs prevent the system from being
solved analytically. The authors also caution against the use of this
model in small-scale systems with significant groundwater recharge
or discharge, as these processes depend on the detailed knowledge of
distributed soil ice content to calculate fluxes. The interface model is
however a good approximation of reality in sandy, coarse-grained soils
where the SFCC is quite steep and the slushy zone is limited. It is
also a valuable tool in the case of large-scale hydrologic simulations,
which are limited by computational efficiency. In these cases, the
approximation of freeze/thaw state in the near-surface provided by the
interface model is superior to the current low-fidelity empirical models,
as seen in Fig. 2(c).

Similarly to both empirical models and continuum representations,
this model requires near-surface soil temperature as an input. Unlike
air temperature, these values are not widely available, and for cases
in which these data are unavailable a surface energy balance mode
including snowpack representation would be required. Several existing
models could be implemented, depending on the purpose of the model
and data availability. In data-scarce regions is to apply a gridded land
surface model which includes snowpack representation, and extrapo-
late soil surface temperatures for the region of interest. Though it is
known that these models include bias (Wang et al., 2016), this can often
be corrected using the closest recorded station data, and it is often a
more effective estimation technique.

4.2. Model evaluation: Sensitivity analysis

The formulation of the interface model presented here is informed
by many field measurements, but some parameters were estimated
or inferred, including the residual unfrozen water content, 𝜃𝑟𝑒𝑠, the
thickness of the buffer layer, ℎ, the total depth of the domain, 𝐿,
and the freezing point depression, which was defined by the original
analysis in Pardo Lara et al. (2020). While the model is affected by the
selection of all input parameters summarized in the table in appendix
B, the impact of these estimated or inferred parameters on ice content
and timing of freezing onset is relevant to assess the robustness of
the model formulation. A one-at-a-time (OAT) sensitivity analysis is
performed on these model parameters, and the sensitivity to each,
alongside their original value, are presented in Table 1. The sensitivity
to ice content was established by fitting a linear regression to the total
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Table 1
Sensitivity of interface model simulated ice content and initial freeze date to selected model inputs. Sensitivities
followed by an (*) indicate the linear regression had an R2 value greater than 0.5. The normalized sensitivity is
presented, which is the product of the absolute sensitivity and the range of reasonable values (column 3).

Parameter Original Range Sensitivity Sensitivity
Ice [m3] Freeze Date [day]

Buffer layer thickness, ℎ 0.0085 [m] 0.0005–0.01 581.5* 15.0
Domain length, 𝐿 15 [m] 5–50 0* 0*
Residual water content, 𝜃𝑟𝑒𝑠 0.01 [–] 0.001–0.1 −80.8* 0*
Freezing point, 𝑇𝑓 [−0.44 ◦C] 0–−2 −613.6* 17.8*
h
b
h
t
f

b
s
a
i

t

c

o

ice content simulated for the range of model simulations, and reporting
the slope of the regression. The Freeze date sensitivity was a similar
linear regression fit to the date of first freeze-up as a Julian date. The
product of this sensitivity and the feasible range (column 3) is reported.
Data were generated using the Kenaston Site 15 model configuration.

As anticipated based on model formulation, the simulated ice con-
tent and freeze/thaw initiation is independent of domain length. The

odel is most sensitive to the freezing point, and almost equally sensi-
ive to the buffer layer thickness. An increase in buffer layer thickness
auses an increase in estimated ice content and a delay in freezing onset
s a longer delay is required to fully freeze the buffer layer. Meanwhile,
 drop in freezing point leads to a decrease in ice content, and a later
reezing onset as more energy is consumed as sensible heat, cooling the
oil to the lower freezing point. Finally, as the residual unfrozen water
ontent in the model increases, there is a minor increase in total ice
ontent, perhaps due to a more rapidly advancing freezing front. This
ensitivity analysis nonetheless indicates that the model is structurally
obust, as any of the sensitivities reported are less than 10% of the total
ce content modelled, and can be interpreted physically.

4.3. Model evaluation: Near-surface buffer layer

Fig. 4 demonstrates agreement in the timing of broad seasonal
events between the modelled data and data collected in the field,
and Fig. 5 shows a more detailed view that distinguishes the typical
seasonal freeze/thaw (i.e. freeze in the fall/early winter and thaw in
he spring) from midwinter melt events. The interface model is highly

effective in detecting the timing of freeze/thaw initiation, however
the freeze/thaw transitions of the near-surface buffer layer tend to
occur sooner than in the measured data (Fig. 5 & 6), likely due to
he changing volume integrated in the HydraProbe’s measurements. As
he soil freezes, its permittivity decreases, and the integrated volume
f the HydraProbe measurement increases, delaying the observation of
he frozen condition by the sensor. It is also noteworthy that the total
ce content in the soil column changes very little due to these short-
uration freeze/thaw events. Generally we see a flattening of the slope
uring a midwinter melt (e.g. Figs. 5 and 6), where ice accumulation

does not occur, however there is no clear evidence for significant ice
loss during these events. It is difficult to establish the measured depth
of thaw from the available field data, but there is no evidence that thaw
extends beyond the first soil moisture and temperature sensor at a depth
of 50 mm, limiting the anticipated ice loss to less than 25 mm given
unsaturated soil conditions and a soil porosity not exceeding 0.5.

In this work, the depth of the buffer layer (85 mm) is specified
ased on the estimated zone of influence of the HydraProbe sensor
o which the freeze/thaw data is compared. However, it is possible
o specify other buffer layer thicknesses largely without compromising
odel efficacy in terms of total ice content estimation. For example,

n the range of 10 mm to 7 mm, the change in reported ice content
s less than 0.5%. Decreasing the buffer layer beyond 5 mm results in
ncreasing error, growing from 2% at a 5 mm buffer layer, and resulting
n model non-convergence for steep changes in surface temperature.

hen increasing the buffer layer thickness to more than 10 mm, model
onvergence issues also arise as this layer becomes too coarse to resolve
hort-duration events. For the mixed mineral soils in this study, the
 i

7 
8.5 mm buffer provided good agreement with field measurements,
owever for soils with higher porosity, it is likely that a shallower
uffer layer be more suitable, whereas in lower porosity soils with
igh thermal conductivity, a thicker buffer layer may be more suitable
o avoid issues related to the formation of extraneous near-surface
reeze/thaw fronts.

4.4. Model evaluation: Freezing point

Figs. 5 and 6 also demonstrate that thaw occurs sooner in the
interface model than in the extrapolated field data, though the in-
terface model does accurately capture well over 90% of both the
frozen and thawed data. It is thought that this is due to the single
freezing point depression used to interpret the data. It is known that
there is hysteresis in the freeze–thaw process, and that the freezing
point temperature is generally lower than the thawing point (Saberi
and Meschke, 2021). More work, including investigation of hysteretic
behaviour in freeze/thaw modelling is needed, such as (Amiri and
Craig, 2019) or the physical analysis of hysteresis, such as (Pardo Lara
et al., 2021).

4.5. Model evaluation: Near-surface water content

The small difference in both freeze and thaw timing may also
e driven by a mismatch in near-surface soil water content between
imulated and observed. The error in estimated soil water content may
rise because an equilibrium soil moisture profile is implemented in the
nterface model, as detailed in appendix C. The application of the model

to mineral soils was expected to require a more complex representation
of infiltration events including plug flow and moisture redistribution,
but these were not found to be necessary in the reproduction of the
freeze/thaw conditions in field observations of near-surface soils. The
equilibrium assumption seems to be adequate for two reasons; first,
he surface mass balance used is based on seasonal trends and is very

smooth. This results in near-equilibrium moisture conditions in the soil
column over most of the freeze/thaw season. Secondly, the parameter
of interest is the frozen state of the near-surface soil. When mineral soils
freeze, the impedance of ice in the soil pores is such that infiltration
and evapotranspiration are negligible, and therefore these processes
have little effect on the model results. This limitation of the model
formulation may limit the model applicability in very low permeability
lay soils subject to rapidly changing surface flux simulated on short

timescales, and further analysis of the sensitivity of model results to
these conditions would be needed to ensure the model is capable
of resolving sub-hourly fluctuations in near-surface soil moisture for
specific soil conditions of interest.

4.6. Model evaluation: Spring thaw

Measurements of spring thaw (and some midwinter events) yield
small and rapid fluctuations in ice content in the surface layer. Spring
temperatures in the Kenaston region have strong diurnal fluctuations,
where the daytime temperature is well above the freezing point, but the
vernight low is around - 1 ◦C. In the interface model, the near-surface
ce content is estimated in the top 85 mm of soil, deemed equivalent
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Fig. 5. Comparison of Kenaston field-data and interface model generated near-surface ice content indicating phase change (dark grey) and frozen soil (light grey).
This 2 year subset (2016–2017) from 5 year simulation (2013–2018) drawn from Kenaston site 15. Seasonal freeze–thaw at the near surface occurs in fall and
early spring, while a mid-winder melt event is highlighted in year 4. For this simulation, the overall agreement between freeze/thaw states was 94%, while the
interface model correctly identified 95% of the frozen period.
Fig. 6. Comparison of Kenaston field-data and interface model generated near-surface ice content indicating phase change (dark grey) and frozen soil (light grey).
Interface model phase change takes less time, perhaps because of an under-estimate of the freezing point. Overall agreement between the freeze/thaw states is
94%, while the interface model correctly identifies 96% of the frozen period. Detail view from 5 year simulation drawn from Kenaston site 20.
to the depth of soil characterized by the field based freeze–thaw flag.
This layer was included in the model as a mathematical construct to
prevent the formation of very thin, non-physical frozen and thawed
layers at the soil surface. With this layer, the interface model fails to
capture some small-scale diurnal-fluctuation driven spring freeze/thaw
events. However, these primarily occur when the underlying soil is
frozen, and so the inability to track fractional ice content in the near-
surface soil (especially when the ice content never freezes the pore
water completely) likely has very little effect on the infiltration capacity
and subsurface water movement. Water movement in the landscape is
expected to be much more strongly affected by the fully frozen near-
saturated layer at a depth of 10–15 cm below the soil surface. The
relatively thin surface layer cannot store significant thermal energy,
and the surface topography generally exceeds the scale of this layer,
restricting the formation of flow pathways beyond the plot scale. As
measured by the temperature sensors in the soil profile, short thaw
events do not extend beyond the top 100 mm of soil, though this surface
layer experiences temperature cycling and freeze/thaw throughout the
winter as well as the shoulder seasons when strong diurnal temperature
cycles are common. The increased freeze–thaw cycling can lead to
changes in soil structure (Alkire and Morrison, 1983) and changes
in decomposition of soil organic matter (Yanai et al., 2004). Further
investigation is required to establish if this layer is physically significant
across landscapes experiencing freeze–thaw.

The interface model is notably better at representing early fall freez-
ing events (Fig. 7) which are of much higher hydrological importance
as the underlying soil is ice-free and the surface (buffer) layer has the
8 
greatest impact on runoff partitioning. These results are promising for
their potential improvement to runoff modelling.

4.7. Model transferability

Though the model configuration presented here is tuned to the
specific field data available, the model is highly transferable given
the availability of soil surface temperature data, approximate water
flux, and general soil texture data. The model timing, total ice content,
and depth of freezing are relatively insensitive to the choice of buffer
layer thickness as long as this layer is thicker than 30 mm required
to accommodate diurnal temperature fluctuations in shoulder seasons.
The specific value of 85 mm chosen here was for comparison with
data collected in the field. Further model comparison for peat soils
containing permafrost are included in appendix E, demonstrating the
model transferability to these soils.

4.8. Incorporation into hydrologic models

The ice content of the subsurface affects hydrologic processes pre-
dominantly through limiting the infiltrability and hydraulic conduc-
tivity of the soil, and altering the soil storage capacity. Though each
of these properties is highly dependent on soil type and freeze–thaw
history (Devoie et al., 2022), empirical relations are widely used to
describe the impact of ice content on these relations (Chen et al., 2021).
Recommendations are provided on how the interface model presented



É.G. Devoie et al. Environmental Modelling and Software 197 (2026) 106816 
Fig. 7. Early season short-duration freeze/thaw event comparison between field-data and interface-model generated freeze/thaw. The overall agreement between
freeze/thaw states was 95%, while the interface model correctly identified 96% of the frozen period. Single year of data drawn from 5 year simulation of Kenaston
site 10.
here might be coupled with a hydrologic model to improve predictions
under frozen conditions.

4.8.1. Hydraulic conductivity
It has been shown that for unsaturated conditions, or conditions in

which there is no water available to move towards the freeze/thaw
front, the ice segregation potential is low, and the hydraulic conduc-
tivity of the (partially) frozen soil is perhaps not equivalent to, but
at least highly comparable with, the hydraulic conductivity of the
unsaturated soil with equivalent water content (Kurylyk and Watanabe,
2013; Watanabe and Osada, 2017; Cheng et al., 2023). However, in
soils that permit movement of water towards the freeze/thaw front, and
especially in those where the formation of segregated ice is possible,
a drastic reduction in hydraulic conductivity is observed with ice
formation (Burt and Williams, 1976; Watanabe and Wake, 2008; Chen
and Zhang, 2020; Cheng et al., 2023). This decrease in conductivity is
especially notable in soils where pore water occupies capillary space
(SLS soils) as opposed to soils dominated by adsorbed water (SS soils),
while the range of soils between SS and SLS show a range of impedance
effects which are difficult to estimate (Koopmans and Miller, 1966;
Azmatch et al., 2012). Many relations exist to predict the hydraulic
conductivity of frozen soils based on their temperature, and further
research is needed to determine which relations are widely applicable
to soils and which are soil-specific. Lacking this work, we present
an example relation form Tarnawski and Wagner (1996), which was
developed for any soil with log-normally distributed grain size, but only
tested on sand. Though recent work applying ice segregation theory
may yield more accurate and versatile results (e.g Cheng et al. (2023)),
the relations described are prohibitively complex, and require more
input data than is available, and will not be used for the proof of
concept shown here. According to Tarnawski and Wagner (1996), the
hydraulic conductivity of partially frozen soils can be given by 𝑘:

𝑘 = 𝐾𝑠𝑎𝑡

(

𝜃𝑢𝑛
𝜃𝑠𝑎𝑡

)2𝑏+3
(1)

𝑏 = exp (𝑚𝑐 𝑙 ln 𝑑𝑐 𝑙 + 𝑚𝑠𝑖 ln 𝑑𝑠𝑖 + 𝑚𝑠𝑎 ln 𝑑𝑠𝑎)−0.5 + 0.2 ⋅ exp
[

𝛴3
1𝑚𝑖(𝑙 𝑛𝑑𝑖)2 −

(

𝛴3
1𝑚𝑖 ln 𝑑𝑖

)2
]0.5

Where 𝐾𝑠𝑎𝑡 is the saturated hydraulic conductivity, 𝜃𝑢𝑛 is the unfrozen
water content (volumetric), and 𝑏 is a fitting parameter based on soil
texture, in which 𝑚𝑐 𝑙, 𝑚𝑠𝑖, and 𝑚𝑠𝑎 are clay, silt, and sand mass fractions,
and 𝑑𝑥 are the particle size ranges used to separate the clay, sand
and silt ranges (typically 𝑑𝑐 𝑙 = 0.001 mm, 𝑑𝑠𝑖 = 0.026 mm, and 𝑑𝑠𝑎 =
1.025 mm) (Tarnawski and Wagner, 1996).

The interface model reports a binary froze/thawed state for the
soil, making 𝜃𝑢𝑛 a potentially un-interesting parameter. However it
also reports a bulk soil temperature, which alongside the SFCC for
a particular soil (estimated using the repository of SFCCs presented
9 
in Devoie et al. (2022)), can be used to estimate the bulk unfrozen
water content:

𝜃𝑢𝑛 = 𝜃̄

(

1 −
( 𝑇𝑓 − 𝑇
273.15 + 𝑇𝑓

)𝛽)

(2)

This strategy addresses the challenge posed by the interface model
reporting a binary frozen/thawed state as opposed to the exact ice
content, and due to the verified conservation of energy in the model,
the average temperature of the frozen layer is a largely accurate mea-
sure. From this estimation of unfrozen water content, it is then possible
to determine the hydraulic conductivity using Eq. (1) based on the
soil properties. Due to the fully frozen nature of the interface model,
the temperature reported is likely colder than the actual temperature,
leading to a conservative estimate of permeability.

If this scheme were applied to Kenaston site 15 (shown in Fig. 5),
the resulting infiltrability is reported in Fig. 8. The specified flux at
the soil surface is included in this figure, and any region in which the
infiltration supplied at the surface exceeds the infiltrability of the soil
is shaded in blue. This occurs in the thawing season of the simulation,
where the soil is recovering to its maximum infiltrability as ground ice
melts in the late spring. While both infiltration and runoff data were
not collected at this study site, this proof of concept points to a need
for further field validation datasets for frozen conditions.

4.8.2. Infiltration and storage
Infiltration refers to water entering a soil column vertically, and

is closely related to the hydraulic conductivity of the soil, but is
complicated by the predominantly laterally layered structure of soils,
the maximum storage of the system, and vertical temperature and
moisture gradients (Dingman, 2015). These gradients often result in
the formation of ice rich and ice poor layers, and can even lead to
the development of segregated ground ice (layers of pure ice in a soil
column formed during freezing) (Zhao and Gray, 1999; Woo, 2012).
The infiltrability, or capacity for infiltration of a soil, depends on its
layered structure, ice content, and total saturation which determine the
soil’s vertical hydraulic conductivity. Infiltration is typically limited ei-
ther by the speed of infiltration as determined by the vertical hydraulic
conductivity, or by the total capacity of the soil to receive infiltration
- i.e. the void space available to store the additional water (Dingman,
2015). If the rate of water delivery to the soil surface is faster than
can enter the soil as limited by the hydraulic conductivity, ponding
at the soil surface will occur, and if the air temperature is sub-zero
this is likely to lead to the formation of ice at the soil surface, and a
cessation of infiltration entirely. If the water is delivered to the soil
surface at a rate which can be accepted into the soil, then the total
available porosity to receive water must be considered.

The infiltration capacity may be artificially limited in frozen soils
either by the presence or formation of ice in pore spaces or as lenses.
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Fig. 8. Comparison between the imposed surface flux (in blue) and the modelled infiltrability of the soil (shaded in grey). The region where the specified flux
exceeds the infiltration is shaded in blue, and corresponds to late spring infiltration excess runoff generation.
Fig. 9. Flow chart describing the evaluation of infiltration into frozen soils.
Ice formation is common when infiltration occurs into soils with a
temperature notably below 0 ◦C. In these cases, the degree of ice
formation can be estimated by converting the ’cold content’ of the soil
calculated using Eq. (3). In this relation 𝛥𝜃𝐼 describes the change in ice
content in the profile, 𝑇̄ is the bulk (sub-zero) soil temperature, 𝐶𝑝 is
the bulk heat capacity calculated using Equation D3, 𝑍 is the depth of
the frozen layer, and 𝐿 is the latent heat of fusion. Once applied the
𝑓

10 
bulk temperature, 𝑇̄ = 0 ◦C.

𝛥𝜃𝐼 =
𝑇̄ 𝐶𝑝𝑍
𝐿𝑓

(3)

Given these competing processes, as well as the physics governing
ice lens formation not discussed here (Konrad and Morgenstern, 1980),
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estimating the infiltrability of freezing soils is challenging. We provide
one of several options in Fig. 9 as an example implementation.

The total change in storage in the soil column is described in
ppendix C, which assumes an equilibrium water table position. The
bove flow chart describes the interaction between mass storage and
nergy storage in freezing soils, as it is implemented in the presented
nterface model. Given specified groundwater fluxes from hydrologic
odels, this can be used to update over-winter conditions for more

ppropriate representation of spring melt, as well as mid-winter infil-
ration events.

5. Conclusions

An interface model was presented to simulate the position of the
freezing front in variably saturated soils undergoing freeze/thaw pro-
cesses. This model has been demonstrated to efficiently and stably
reproduce the timing and magnitude of freeze/thaw events both on the
inter-annual scale as well as on the sub-daily scale when compared to
both a high-resolution finite volume model and to data collected at a
ite in Southern Saskatchewan. The interface model fills a utility gap
etween computationally intensive physically-based continuum models
nd low-fidelity empirical expressions for ground freeze–thaw, and its
omputational expediency makes it suitable for integration into practi-
al forecasting tools. Methods for the interpretation of storage capacity
nd permeability from this model are presented for ease of incorporat-
ng it into hydrologic models. Such a contribution is especially relevant
n areas such as the Canadian prairies where an increase in midwinter

freeze/thaw events of short duration is limiting the predictive ability
of current hydrologic models.

Limitations of the presented interface model include a restriction
o relatively coarse grained materials as the model does not include
n SFCC, instead tracking a sharp freeze/thaw interface, and does
ot include the formation of segregated ground ice. Further work
ncorporating a linear SFCC into the analytical solution would in part
esolve this shortcoming, however the analytical solution would not
ermit other more complex functional forms of an SFCC. Work is
nderway to incorporate the interface model presented here into the
aven Hydrological Modelling Framework, and it is hoped that results
ill show improved representation of hydrology in cold regions.
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Data availability

Name of the software: InterfaceModel
Developer: Élise Devoie [aut, cre], James R. Craig [ctb]. Contact

information: elise.devoie@queensu.ca.
Year first available: 2022.
Hardware requirements: PC/Mac.
Software requirements: Matlab.
Programming language: Matlab.
Program size: 111 kb.
Software availability: https://github.com/egdevoie/InterfaceModel.

git
License: MIT License (https://opensource.org/license/mit)
The data that support the findings of this study are openly available

n the Federated Research Repository at https://doi.org/10.20383/101.
0116.

Size of archive: 903.25 MB.
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